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OUTLINE

Why Al for industrial applications?
REAL-WORLD Al challenges
REAL-WORLD Al cases

Why startup?

DN =
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INDUSTRY ADOPTION OF Al

Connectivity Benefits

23% revenue increase

with 18% reduction in cost

50B+ connected devices,
600 ZB/yr (by 2020)

Technology Investment

1OM-+ learnable parametersin a 40%+ caGrwith $17B+ market in
Deep Learning architecture 2025 (Al in Manufacturing)

This document is strictly confidential Image from: https.//metrology.news/smart-factory-concepts-can-be-achieved-today-with-current-technology/ 5



HOWEVER,

Almost 2 in 3 companies that are

adopting digital manufacturing

solutions find themselves stuck at ‘\_
the pilot phase. ——

#McKinseyHM19 #HMI19

This document is strictly confidential Image from: https.//twitter.com/McKinsey/status/1112735689031076448
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INDUSTRIAL Al FOR INDUSTRY-SPECIFIC PROBLEMS

Consumer-oriented Applications Industrial Al Applications

= Mostly focusing on industrial problems
such as yield improvement, optimization

= Mostly focusing on tasks related
to natural intelligence

that human intelligence can hardly handle

Language translation * Predictive Maintenance
.. Autonomous drivin * Defect Detection =
Applications _ _ < o Q=
Video surveillance * Process Optimization coolZ

= Mostly not human-interpretable
- Sensor values, process images, and etc.

= Human interpretable
Data - Photo, video, text, voice, and etc.
- Customer profile, activity, and etc. - Field engineer’s work log

v
©

N
{@}
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THE CHALLENGE: A LOT TO OVERCOME

Problem definition Algorithmic aspects Operational aspects

= Increasing complexity = Unintuitive machine data = System integration
= Higher expectation = |mbalanced and/or noisy labels = Continual Learning
= High risk in adoption = Incorporating domain knowledge = Model management

Image from: https.//aws.amazon.com/machine-learning/what-is-ai/



= Limited human intuition

This document is strictly confidential
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* Limited human intuition = Heavy EDA relying on domain knowledge!

This document is strictly confidential
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* Limited human intuition = Heavy EDA relying on domain knowledge!

= Domain expertise matters

This document is strictly confidential
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| Ranking score |
i

Engagement behaviors, Satisfaction behaviors,
e.g., clicks, watches e.g., likes, dismissals

. [T useriogs |

| Weighted Combination |

User Engagement Objectives

Logit for
selection bias® -

User Satisfaction Objectives

Mixture-of-Experts

I ] :

! | | RelLU rm-l_n_l

i [Softmax Gates ! =

: ! | ReLU
‘shallow’ : v ! .

I ] '

tower

Dense Features

i Features for [ Embeddings for query and ] [ Embeddings for visual and ]

selection bias such candidate items oy R e e

| @8 clckcpositon \ __f_—__,,,:__,——ng—age'ill<—7"7" ;
f Query and candidate video features, e.g., content User and context features,

3 topic, title, upload time e.g., time, user profile, etc. In put Features .

"How Youtube is recommending your next video”
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* Limited human intuition = Heavy EDA relying on domain knowledge!

= Domain expertise matters = E2E Al approach is limited!

This document is strictly confidential
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* Limited human intuition = Heavy EDA relying on domain knowledge!

= Domain expertise matters = E2E Al approach is limited!

* Challenge with small & imbalanced data

This document is strictly confidential
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{6ot: Google'smachine Iearmg code

S\g ’M

x’*\ u"
» o
\ 4

Now'need 1000000000000
training samples

This document is strictly confidential
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WHY LABEL MATTERS?

28%

26%

2010

NEC-UIUC  XRCE

This document is strictly confidential

ImageNet Challenge

“Strong supervision”

2013 2014

ZFNet 1. GoogleNet
2. VGGNet

Human

2015 2016 2017
ResNet GoogleNet  SENet
vd

Supervision

|

Labeled data

|

How much labeled?

I

Quantity Quality Balance
Ny

Almost all industrial ML applications
require unsupervised, semi-supervised
and/or weakly supervised approaches

17



* Limited human intuition = Heavy EDA relying on domain knowledge!

= Domain expertise matters = E2E Al approach is limited!

= Challenge with small & imbalanced data = Usual classification

approaches won't work

This document is strictly confidential
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OPEN CLASS CLASSIFICATION (OCC)

O Known Class

D Unknown Class

O Unknown Open Space
O
Known Space O
O O
O O
O
O O
O
O

ument is strictly confidential

* Model Uncertainty

= Continual Learning

19



OPEN CLASS CLASSIFICATION (OCC)

Different type of waferMaps

Edge-Ring Scratch

This document is strictly confidential

10
Near-full
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* Limited human intuition = Heavy EDA relying on domain knowledge!

= Domain expertise matters = E2E Al approach is limited!

= Challenge with small & imbalanced data = Usual classification

approaches won't work + Model uncertainty & CL matter!

This document is strictly confidential
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A WIDE RANGE OF INDUSTRIAL APPLICATIONS

Semiconductor & Display Automotive & Steel

Equipment > e A I
Fel W A p e . ! Body
' Defect

Virtual Welding Detection

Metrology Wafer Optimizati
ptimization
Defect Robot arm

Detection PdM

FPower Battery

oy (@20 h M
Industrial Al composition Inspection

. Predictive Optimization
Generation Process

Control

Drilling
Optimization

Forecasting

Power & Energy

Oil & Gas Chemical & Pharma.

This document is strictly confidential 22



(1) Indefinite failures (2) Dynamic environment

(3) Catastrophic forgetting

Semi-supervised Novelty Detection + TTF + Continual Learning

) g

90%, 1% , 12~24A|2t, 20~30%

ttpf.'//aS/a, ndamsungf/ectmmcs—neW—Ch/ef-,ouz‘s-compez‘/z‘ors-on -edge -




GENERALIZATION OF Al: ALPHAGO

The lineage of AlphaZero

AlphaGo AlphaGoZero AlphaZero

B e iy
L ) LJ ) LJ

Bootstraps from Learns from Plays any* 2-player game
human games first principles from scratch

Increasing generality .

This document is strictly confidential

CENTER FOR
Brains
Minds+
Machines

March 20,2019

The Power of
Self-Learning Systems

Demis Hassabis
DeepMind



Sy Z0o| Hald Jlu ol x| )&

Multi-recipes, Multi-chambers Multi-recipes, Multi-equipments

W/

Single Deep Neural Network Model Recipe & Chamber-agnostic Mode| Equipment-agnostic Model

Increasing applicability >

This document is strictly confidential 25
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Global average
74
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(1) Limited sensors \_/ (2) Dynamic environment

(3) Catastrophic forgetting

Semi-supervised Novelty Detection + Continual Learning

90%, 1% , 5¢, 10

28




2 STARTUP
NAVER D FACTORY

Robotarm PdM




O0|X| 7|2t 2 LY XN 2% & dEY = USI?

(1) small samples (3) image variability

(2) class imbalance

Novelty Detection & Pixel-Based Defect Detection (PBDD)

) g

95%, 5% , t+3 0|0|x| 2 A && Jts, 709
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Image from: https.//blionet.com/technology/bioreactors-and-fermenters/

Can Al learn human operations?

Gaussian Process + Recurrent Neural Networks

HE - 2b Xp53}, AR, Ak
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How to better control HVAC to optimize operating power

Deep Reinforcement Learning (DRL)

&8}

S8 HRXY U Haxt HE A
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e Power of
Self-Learning
Systems

Improving wind power

Wind is an unpredictable energy source

Started applying ML algorithms to 700 megawatts
of wind capacity in Google’s wind farms in the US

Predicting wind power output 36 hours
ahead of actual generation

This is important because energy sources that can
be scheduled are often more valuable to the grid

ML has boosted the value of our
wind energy by roughly 20%

34



Limited human intuition = Heavy EDA relying on domain knowledge!

= Domain expertise matters = E2E Al approach is limited!

Challenge with small & imbalanced data = Usual classification

approaches won't work + Model uncertainty & CL matter!

= Operational challenges

This document is strictly confidential
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Limited human intuition = Heavy EDA relying on domain knowledge!

= Domain expertise matters = E2E Al approach is limited!

Challenge with small & imbalanced data = Usual classification

approaches won't work + Model uncertainty & CL matter!

= Operational challenges = CL, MM, and who runs it?

This document is strictly confidential
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U|-9|L|-§|'¢7|- _ECL'%}E E.X-“% https://github.com/makinarocks

o X, HIX|E, EX|E €IS 7|82 0|y 'EIII(NoveIIw Detection) & $+¥& + U= F2HQ YAS LAY
State-of-the-art (SOTA) 42 0{{3}0{, O|& FIO{HE - U= LYS?

o S8 20|E EZE dO|E A (Extreme class imbalance) &¥0IA 07 3l E2X o= Hel'd 2YEE 853t 0| §X|
% EF00 #8% = UASMN?

e Catastrophic forgettingE 3531 X|&XO = 85 7ts8t 22121 Hald 2 % Y12|FE UE £+ USW?

o T2id 2HO| FE(Inference)0| CHE X8 E8H4H (Uncertainty) 53 YH 2 SAYNN? (H|O]X|QH T21H?)

o 2 S50 QU0| BEHAIFH 2J|O|E 2t (Noisy label)2] E2HEQI X2| Yot LAUN}?

o 7|Z0| SSE ZASKE HRE 0|2 FEE EHC 2 17| &g (manifold unlearning) & 4 A= WS SAYN?

e Novel/Anomaly HE7} gi7Lt S =2 XE uff Novelty/Anomaly Detection 22| 452 O{FH HII& £ USW?

e Data Scientist?t & 0] @210 SUXOZ H|O|EE EME £+ AKX X Exploratory Data Analysis (EDA)S X7 Slst= ot £
QN2 A O{CINX| Xt SEE = USNN?

o Z3} ST WS HUE + U= MY HXE SHES oY AFO0| AUSVN? (0ll: Cloje] HE|, Xis 28 AlA™ X3} §)

o 220! gHZojlA dlo|E{2] YO| E0iLtol w2t 2 §52| Regularization® AIS22 23 5H= Y2 PAYLN? (Dynamic
adjustment ¢t

o 22}Q! #Z0jA 2j|o|E ClO|E{Z0| Z7IEH0] w2t HIX| oM EXE2, EX|TOM X|=8tg WACR XIHARA HEg S A=Y
g AL

e Multi-modality® 2¢= Multi-context HIO|E{& EXXO= DU & & U= T Held WS OHE &+ USN?
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Autoencoder-based Novelty Detection

Bottleneck
- Force to compress
S~ - Information filter -

Lossy Compression Decompression

38



Autoencoder-based Novelty Detection

= Similar to PCA-based detection, but capable of learning non-linearity as well

Anomaly digit VAE AE PCA kPCA

W
<

0 0.917 0825 0.785 0.694
| 0.136 0.135 0205 0.231
0.921 0874 0.798 0.801

3 0.7%1 0.761 0632 0.638

] 0.808 0.727 0682 0.702

0.862 0.792 0627 0.598

6 O0.848 0812 0.733 0.720
0.596 0508 0.512 0.56()

S 0.805 0869 0493 0.502
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9 0.545 0.548 0.41 0.420

Variational Autoencoder based Anomaly Detection using
Reconstruction Probability, Jinwon An and Sungzoon Cho. 2015



Can we do better?

Is reconstruction error really the best way to measure “normality”?

What about the information from hidden spaces hierarchically

identified by the deep architecture?

This document is strictly confidential
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Autoencoder-based Novelty Detection

Bottleneck
- Force to compress
S~ - Information filter -

Lossy Compression Decompression

41



Using information in lower-dimensional latent space?

— _ —
\ T - -
' AR~ -7 \ /
\ \ i s - /

\ / \ / N~ "/ \ / \ /
v/ \ N S, 7/ \ 7/ \
/ \ \ / / \
\ / / \ \ /
I\ / N\ ;N7\ 7\ FA
/N /N VAo AN /N ; \\
/ \ // - | hidden reconsturction ¢ 3 =~ -~ \\ L/ \
/= T -—— j ‘T ~—_\
- ‘ /\ ~ 3
\\ ~
0

Q. Can we compute reconstruction errors in hidden spaces?
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RaPP compared to the *previous* SOTA

= AUROC measured in both multimodal normality case as well as unimodal normality case
and compared to SOTA

ICML 2018! NIPS 2018! Our work!

womaype | NowtyX | VE | DOSD e ey

Multimodal 0.8687+0.1823 0.5006+0.1722  0.9427+0.0406

Unimodal 50 0.9573+0.0324 0.9370+0.0428 0.9709+0.0226 0.9736+0.0179

[1]: Ruff, L., Vandermeulen, R., Goernitz, N., Deecke, L., Siddiqui, S.A., Binder, A., Mu'ller, E., Kloft, M.: Deep one-class classification. In: ICML (2018)
[2]: Pidhorskyi, S., Alimohsen, R., Doretto, G.: Generative probabilistic novelty detection with adversarial autoencoders. In: NeurlPS. pp. 6823-6834 (2018)
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Probability Density
> 2 9% ;

© 0 o o0 ©

1-as-novelty case

(a) AUROC:0.9780

Normal (= 0)
Novelty (= 0)

(b) AUROC:0.9831

Normal (= 0)
Novelty (= 0)

..M

-
o N

Probability Density

© ©0 o o0 ©
o N & oo ® ©

50 -2.5
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(c) AUROC:0.3669

Normal (# 1)
Novelty (= 1)

‘ I

/ . |
|

| |

TN

(d) AUROC:0.9171

Normal (= 1)
Novelty (= 1)

/

00 25 50 75 100 125 -50 -25 0.0

Previous

75 10.0 125

2.5 5.0

Our work
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startup?



COMPANY OVERVIEW

OUR VISION = Operationalize Al and make industries more efficient

= We develop industrial Al solutions and a platform that bring measurable improvements for

WHAT WE DO manufacturing and energy industries.

* Incorporated in December 2017 (Korea) and March 2018 (US)
= 4 Co-founders from SK Telecom and Samsung Electronics (3 Data Scientists + 1 Industry expert)

= Seed-round funding from SK Telecom, NAVER and Hyundai Motor Company in May 2018

KEY FACTS = Currently 17 members in Seoul & Silicon Valley offices
"P 771 7N
> NAV &Y
SK telecom ER HYUNDAI

(15t Telco in Korea) (15t Internet Portal in Korea) (Global top 5 automaker)

This document is strictly confidential
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MRX Industrial ML Focus

Active Learning Deep Learning

Experts

m

Domain
Knowledge

:Response

“Human in the loop”

/\tmual Learning

Reinforcement Learning

Action

Environment

‘Al in the loop”
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The Korea Herald

Redefining manufacturing
with machine intelligence

By Song Su-hyun

MakinaRocks, a fresh startup spun out
from South Korea’s No.l mobile carrier
SK Telecom, has as bold an ambition as
its name: To shake the manufacturing
world with machine intelligence.

“We are applying artificial
intelligence to the high-tech
manufacturing sector with
a mission to make manufac-
turing more productive by
harnessing the power of data
and AL” Andre. S. Yoon, a co-
founder of MakinaRocks told The Korea
Herald on Tuesday.

Among many in the broad manufactur-
ing industry, the Korean startup is target-
ing the high-tech sector, including manu-
facturing of semiconductor products and
equipment, automobiles, steel products
and specialty chemicals, which requires
complex technical processes.

Established by two data scientists and

HERALD
INTERVIEW

40|t D2SF, OF7|LIZA § Al

[ 2 W

B
SK,P

[l
telecom

an industry expert at SK Telecom’s ICT
R&D Center in December 2017, the start-
up brought on another data scientist from
Samsung Electronics to its team. Makina-
Rocks was spun out from the telecom firm
in May with the goals of contacting the
world’s top players in high-tech industries
and providing intelligent manufacturing
solutions for them.

By collecting and analyzing machine data
from sensors, manufacturers can detect
erroneous factors in processes early and
prevent defects, thus improving efficiency
in production, according to Lee Jae-hyuk,
another co-founder of the startup.

“In the semiconductor industry, complexity
of high-tech processes is enormously increas-
ing with the rising number of new technical
methods by around 50 to 100 each year,”
Lee said. “Early fault detection and predic-
tion of equipment failure are key to winning
in the world of the hawk-dove game.”

Applying Al technologies to production

lines doesn't mean automation nor replace-

Ql
=

24§78

Four founders of Makina Rocks pose at their office in south
Song Su-hyun /The Korea Herald

ment of human workers with machines, Lee
said. Rather, the technologies enable predic-
tions of optimal operations of machines.

Despite being a month-old spin-out, the
startup has the country’s most power-
ful industrial players as investors. It has
received seed funding from SKT, No. 1
portal operator Naver and top automaker
Hyundai Motor Company.

It has also clinched a contract with one
of Korea’s industrial players, and another
one with a US company.

Eyeing the US market with huge poten-
tial demand, MakinaRocks has also set up

NAVER

Z0F 2ELE Y 320

20184 06l 149
062 (FA)

a subsidiary in Silicon Valley in the US,
which will start operations next month
with an estimated workforce of four to six,
with an aim to hire up to 10 employees
with multidisciplinary expertise in data
science, Al and industries.

“While the Seoul head office will focus on
developing solutions for automakers and
steelmakers with strong players here, the
US office will serve mainly for chipmak-
ers and equipment builders, oil exploration
and production businesses, and specialty
chemicals makers,” Lee said.

(song@heraldcorp.com)
(27.0+13.0)cm
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Thank you!

SNS: Andre Sungho Yoon in facebook

MakinaRocks Github: https://github.com/makinarocks
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