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Meta learning (a.ka Few shots learning / Learning to learn)

Definition

Learner is trained by meta-learner to be able to learn on many different 1

Goal

rasks from a small amount of new dat

Learner quickly learn new 1

4.

-asks.
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Meta learning

® VVell Known Example

Fine Tuning

® Type of Meta-learning

Model-based Metric-based Optimization-based

Key idea RNN; memory Metric learning Gradient descent

How Py(y|x) is modeled? f,(x,S) Z(x,-,y,-)ES ko(X, X;)y; (*) Pg¢(9,SL)()’|X)
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Model Agnostic Meta Learning (called“"MAML)

e (Goal

Quick adapt to new tasks on distribution with only small amount of data and

with only few gradient steps, even one gradient step.

® [earner
Learn a new tasks by using a single gradient step

® Meta - learner
Lean a generalized parameter initialization of model



Chapter 2

Characteristic of MAML

The MAML learner’s weight are updated using the gradient, rather than a learned
update.

No require additional parameters nor require a particular learner architecture

Fast adaptability through good parameter initialization

Explicitly optimizes to learn internal representation (i.e suitable for many tasks)

Maximize sensitivity of new tasks losses to the model parameters.
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Characteristics of MAML

Model Agnostic (No matter what model is)
Classification / Regression with differentiable losses, Policy Gradient RL,
The model should be parameterized.
No other assumption on the form of the model.

Task Agnostic (No matter what task is)

Adopted all knowledge-transfer tasks.
No other assumption is required.
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Model Agnostic Meta Learning

Some Internal representations are
more transferable than others

Desired model parameter set is O

such that :

Applying one (or a small # of) gradient
step to be O on a new task will produce
maximally effective behavior

Find O that commonly decrease loss of

each task after adaption

Algorithm 2 MAML for Few-Shot Supervised Learning

Require: p(7): distribution over tasks
Require: o, 3: step size hyperparameters

§:

2: while not done do
5
4.
R )
O:
¥ i
8:

0:
10:

randomly initialize 6

Sample batch of tasks 7; ~ p(7T)

for all 7; do |
Sample K datapoints D = {x"), y""’} from T;
Evaluate Vo L7; (fo) using D and L,

Compute adapted parameters with gradient descent:
0; = 6 — aVoLT,;(fo)
Sample datapoints D, = {x"),y"7)} from 7T; for the
meta-update
end for
Update 6 «— 0 — 5V > - ) £7:(fer) using each D
and L

I1: end while

|4
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Intuition of MAML
— meta-learning
9 ---- |earning/adaptation
VL;
VL
VL, /,/' H:s
01 \’(9.);

* Inner Update (Learner)

¢j=0—aVeLlr(D",0)) Vi

* Outer Update (Meta - Learner)

O=0—p5Ve » L7(D"¢)

Ti~p(T)

|5
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Gradient of Gradient

* Fromline 10 in Algorithm 2,

0« 0—BVe » Lr.(fo) (Recall: 0; = 0 — aVoLr,(f5))
Ti~p(T)
=0-B8 ) VoLr.(fo) ( £ is differentiable)
Ti~p(T)
=0-B Y (Veb))Ve Lr.(fo)
Tir~p(T)

=0-8 ) | =aViLr(fo))Ve Ly (fo)

Ti~p(T)  Calculation of Hessian matrix is required.

|6
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Gradient of Gradient

« Update rule of MAML.:

0 60—BVe > L7.(foavir ()
T~p(T)

« Update rule of MAML with 1st order approximation:

0 < VLT (fo) (Regard () as constant)

0« 60— BV, Z L. (fo—as)

T ~p(T)

|7
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Gradient of Gradient

* From line 10 in Algorithm 2,

f«— 60— BV, Z L7, (for) (Recall: 0, = 60 — aVeLlT (fs))
Ti~p(T)
=0—B Y VoLt (fs) ( £ is differentiable)
Ti~p(T)
=0—-B Y (Veb))Ve Lr.(fo)
Ti~p(T)

=08 ) |U—=aViLr(fo)Ve Ly (fo)

Ti~P(T) |n 1st order approximation,
we regard this as identity matrix /.

|18
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Experimental resuilt of MAML

Tasks :
y;, = a;sinb,x + ¢

[MAML] [Pretraining + Fine-tuning]

The red line is ground truth.
Fit this sine function with only few (10) samples.
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Experimental result of MAML

10 shots Meta Learning:
Meta Learner model

[MAML] [Pretraining + Fine-tuning]

Above plots are the pre-trained function of two models.
(The prediction of meta-parameter of MAML,
The prediction of co-learned parameter of vanilla multi-task learning)
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Experimental resuilt of MAML

10 shots Meta Learning:
Learners model
|0 gradient step updates

[MAML] [Pretraining + Fine-tuning]
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Experimental resuilt of MAML

10 shots Meta Learning:
Learners model

|0 gradient step updates
[MAML] [Pretraining + Fine-tuning]

i
'
N

* step size 0.01

-6 -4 -2 0 2 4 -6 -4 -3 0 2 4

In the 5-shot learning, the difference is pervasive.
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Overview

|.Model Agnostic Meta Learning with Bayesian Approach
- Recasting Gradient-based meta-learning as hierarchical bayes(2018), Grant et al. ICLR2018
- Probabilistic Model Agnostic Meta learning(2018), Finn et al. Achieve
+ Bayesian MAML(2018),

2.Summarize bayesian approach in MAML

Recasting MAML as
hierarchical bayes

Probabilstic MAML Bayesian MAML
(Finn et al) (Kim et al)
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Gradient descents as finding MAP procedure

Santos(1993) represented that gradient descent means MAP for prior \theta
¢j = 0 — vViogp(X|0)

/ \ *Inner Update
mlnz lyi — 07xil13 + || — 63 ngﬂ p(X|o)p(9|0)

In Grant(2018), MAML inner update means MAP using bayesian prior \theta

p(X[0) = /PXJ|7 ©, Xin| 01 (5]0)d )

Outer update is same as finding out \theta**
0" = argmingp(X|0)

This procedure is called ‘“A Probabilistic Interpretation of MAML”
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MAML represented by probabilistic Interpretation

p(X|6) = / DOk Xl dy)p(¢5160)dey)

* Inner Update

¢j* = 0 — OZVQE%?(DU, 9)) solved,

* MAML procedure is regarded as empirical Bayes

—logP(X|0) ~ [ —10gb (X - + K.l

J
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MAML represented by probabilistic Interpretation

MAML algorithm can be written as hierarchy Bayes

Algorithm MAML-HE (7))

[nitialize @ randomly

while not converged do
Draw .J samples 7, ..., T; ~pa(T)
Estimate E,(\[,Tl (x) —logp(x|0)],..., Ex\prj,:x)[— logp(x | @ )] using ML—- - -
Update @ <+~ @ — 3 Vg Z] Exxp,rj,:x)[— logp(x| 8)

end

Algorithm 2: Model-agnostic meta-learning as hierarchical Bayesian inference. The choices of the subrou-
tine ML~ - - that we consider are defined in Subroutine [3 and Subroutine |4.

Subroutine ML-POINT (8, T)
Draw N samples x4, ..., Xy ~ pr(x)
Initialize ¢ < 6
forkinl,..., K do
| Update ¢ < ¢ + aVylogp(x,,..., Xy | @)

end
Draw M samples Xy, .. ., XNim ~ Ppr(x)
return — l()g ])( XN4+1s---s XN+M ‘ d) )
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Laplace Approximation for Meta Adaption

Laplace Approximation of hierarchical Bayes

/‘P(X"’ | 6;)p(¢;10)de; =~p(X;[d])p (&)

Laplace Approximation
- mean : \phi?+*
, . - covariance : H_j
There is no closed form of above equation.

So that, the authors supposed this covariance can be found by neural network.
H_,- Vé, [ l()«,;[)(x.,‘ | O, )] | V:}, [ l()gp((f)] | 0)]

Solve easily,assumed that fixed constant diagonal covariance : \tau

Subroutine ML-LAPLACE (0, 7)
Draw N samples x,, ..., Xy ~ prix)
Initialize ¢ < 0
forkinl,..., K do
| Update ¢ < ¢ + a Ve logp(x,,..., Xy | @)
end
Draw M samples X1, ..., Xnoar ~ Pri(x)
Estimate quadratic curvature H

return — log p( X, ., ..., Xnons | @)+ nlogdet(H)

o

6 ) det(H,/2m)
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Bayesian Inference : MCMC / SVGD

https://chi-feng.qgithub.io/mcmc-demo/app.html#HamiltonianMC.banana
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Chapter 4
Gradient descent

¢(X) — _vxf(x)

31
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MLE / MAP with Gradient descent

* |

Xt = x + €. d logp(x)
dx

If several modes, this method captures only one mode.

32
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Stein variational gradient descent

>

X =x + e p(x)
@™ (x) = —Ex[Vilogp(x) - k(:,x) + Vik(:, x)]

It is required to have only M particles to obtain M samples from specific PDF

No rejected sample ! 33



Chapter 4

Algorithm

® |terative Update
T (x) = x + e (3).

T TF T 5
g =g = q > = qo = p(d,, =0)

At each step, KLD decreases by an amount of €5(qy, p)

Algorithm 1 Bayesian Inference via Variational Gradient Descent

Input: A target distribution with density function p(z) and a set of initial particles {z9}"_,.
Output: A set of particles {z;}!*_, that approximates the target distribution.
for iteration £ do

T

- - 1
7 ot ed’(z]) where ¢°(z) =3 [k(a], )V, logp(a)) + Vark(z), 7)), (8)
j=1 |

where ¢ is the step size at the £-th iteration.
end for
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Experiment Result of SVGD

Oth Iteration 50th Iteration 75th Iteration 100th Iteration 150th Iteration 500th Iteration
-10 0 10 -10 0 10 -10 0 10 -10 0 10 -10 0 10 -10 0 10

Figure 1: Toy example with 1D Gaussian mixture. The red dashed lines are the target density function
and the solid green lines are the densities of the particles at different iterations of our algorithm
(estimated using kernel density estimator) . Note that the initial distribution is set to have almost zero
overlap with the target distribution, and our method demonstrates the ability of escaping the local
mode on the left to recover the mode on the left that 1s further away. We use n. = 100 particles.
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Bayesian Model Agnostic Meta Learning

MAML objective
p(DY' | 60, D) = || p(D | 0. = 6 + aVg, log p(DI" | 65)).
TeT
Grant 2018 and This paper
p(0F 1 60,08) = [T ([ 02 61006, | D018, )
TeT

Grant 2018 : Assume task specific posterior as isotropic gaussian fixed variance

This paper : model this property with SGVD and

p(0-|D™) x H N (y| fw (z H N (w|0, \™")Gamma(~|a, b)Gamma(\|a’, b')

(x,y) eDim weW
37



Chapter 5

Bayesian Agnostic Meta Learning

Algorithm 3 Bayesian Meta-Learning with Chaser Loss (BMAML)

[: Initialize O

2: fort = 0, ... until converge do

3:  Sample a mini-batch of tasks 7; from p(7T)

4.  for each task 7 € 7; do

5: Compute chaser ©” (0g) = SVGD,,(0¢; DI", «)

6: Compute leader ©"%(0) = SVGD, (0" (O); D'™ U DY, o)
7:  end for

8 Oy + Oy — Ve, ZTGT, ds(©1(O0) || StOpgrad(@:jLs(@())))
9: end for

Introduce and follows

P(Hlet;n) X p(Dt;”‘HT)p(QT)
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Experimental resuilt of MAML
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Figure 1: Sinusoidal regression experimental results (meta-testing performance) by varying the number of
examples (/K -shot) given for each task and the number of tasks |7 | used for meta-training.
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Figure 2: Experimental results in minilmagenet dataset: (a) few-shot image classification using different number
of particles, (b) using different number of tasks for meta-training, and (c) active learning setting.
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